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SUMMARY 

A pattern-recognition technique has been established using a new class or or- 
thogonal polynomials, developed by Cohen. The method is based on a supervised 
learning approach, and allows classification of data into two or more categories. In 
this paper, the usefulness of the method in the analysis of chromatographic data is 
illustrated by its application to the diagnosis of bacterial infection of patients with 
liver disorders by use of chromatograms obtained from ascitic fluid withdrawn from 
the patients. 

INTRODUCTION 

Decision-making algorithms, often denoted expert systems, have been designed 
which utilize different approaches to automated reasoning1,2. These include statistical 
discrimination techniques3-6, and decision analysis utilizing methods of pattern rec- 
ognition7-’ l. 

Work in pattern recognition of chromatographic data has been done by Al- 
bano et al.’ 2, and Wold and Johansson 13, using the SIMCA method. The SIMCA 
method involves fitting a hyperplane to each class. The method has been applied in 
various areas, including obtaining chromatographic profiles of human brain tis- 
sues13, classification of fungi14, and classification of human cancer cells’ J. Unlike 
the SIMCA method, the techniques described in this paper do not rely on the res- 
trictive properties of hyperplanes in n-dimensional space, but rather permit the fitting 
of non-linear surfaces to each category using non-statistical methods. A pattern-rec- 
ognition technique has been developed based on a new class of Cohen orthogonal 
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polynomials which can be used to classify diverse types of data. The method utilizes 
a supervised learning approach, consisting of a number of phases: feature extraction, 
iterative development of a separating hypersurface, and testing of the resulting hy- 
persurface for accuracy. The method is applicable to the analysis of chromatographic 
data where combinations of either the occurrence of a peak at certain retention times 
or the magnitude of the peaks is of importance in classifying the chromatogram into 
two or more categories. The method will be illustrated as applied to the analysis of 
chromatograms obtained from the analysis of ascitic fluid of patients with liver dis- 
orders. 

In the study described here, chromatographic analysis is used to analyze ascitic 
fluid, a substance which accumulates in the abdomen of patients with liver disorders. 
Under some circumstances, patients sometimes develop a life-threatening disorder, 
known as spontaneous bacterial peritonitis (SBP) 17. The objective of the procedure 
described here is to use the chromatographic data to determine at an early stage if 
a patient has SBP. 

In the first phases -feature extraction- parameters are identified which may 
be useful in separating data into categories. In the case of the ascitic fluid, the ob- 
jective was to divide the samples into two catagories: those from patients with SBP, 
and those from patients without SBP, by analyzing the pattern of organic acids which 
occurred in the patients with liver disorders for which prompt diagnosis is crucial. 
Peaks were identified by establishing time intervals, denoted buckets, which consisted 
of the most likely occurrence of a peak f a fixed interval adjustment. There were 47 
possible peaks present, which were treated both qualitatively as the presence or ab- 
sence of a peak at a designated time, and quantitatively as the area under each peak. 
Thus, there were 94 possible features. 

Available data of known classification were divided into two groups: a training 
set and a test set. The training set was then used, in conjunction with the orthogonal 
function, to obtain weighting factors for each feature. The data set contained 46 
samples, of which 26 were positive for SBP. A training set of 12 was selected, with 
6 positives. A separating hypersurface was then obtained. 

METHODOLOGY 

A sample of ascites fluid was withdrawn by paracentesis from the abdomen of 
a patient, usually in the course of his treatment. The ascitic fluid was routinely cul- 
tured to ascertain the presence of infection, and if positive, the identity of the path- 
ogen. A portion of the ascites fluid was frozen for future study and served as the 
source of the samples analyzed in this study. 

Prior to attempting to determine the organic acid profile of a particular sample 
using high-performance liquid chromatography (HPLC), it was necessary to isolate 
the acids from other potentially interfering constituents typically present in ascitic 
fluid. The following extraction procedure was developed for this project: 

To 1.0 ml of sample was added 0.2 ml of saturated K2HP04 to achieve a 
slightly basic pH and the resulting solution thoroughly mixed with 3 ml of an organic 
solvent consisting of tert.-butyl ether-isopropyl alcohol (95:5). Following centrifu- 
gation, the overlying organic layer containing many of the interfering constituents 
was suctioned off and discarded. The pH of the aqueous phase was then lowered by 
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the addition of 0.2 ml of 9 M sulfuric acid and the undissociated organic acids ex- 
tracted by thorough agitation into 5.0 ml of the tert.-butyl ether-isopropyl alcohol 
solvent. Following centrifugation to enhance complete separation of the two phases, 
4.5 ml of the overlying organic layer was pipetted off and retained; the remainder, 
as well as the aqueous phase, were discarded; 2.0 ml of 0.1 M sodium hydroxide was 
added to the organic phase and the organic acids back-extracted into the aqueous 
phase via thorough mixing. Following centrifugation, the overlying organic acids in 
the aqueous phase, the water was removed via freeze-drying under vacuum. Finally, 
an aqueous solution of the organic acids was reconstituted by dissolving the freeze- 
dried residue in 0.5 ml of water and 0.1 ml of 1 M sulfuric acid. A water blank was 
simultaneously carried through the extraction procedure so that any artifacts intro- 
duced by the extraction could subsequently be identified and eliminated from con- 
sideration. 

Separation of the organic acids in the extracted and reconstituted sample of 
ascites fluid was performed with HPLC, primarily via the ion-exclusion mode, on a 
220 x 4.6 mm Brownlee Labs. column, packed with Polypore H, a lo-pm, macro- 
porous styrene-divinylbenzene resin. The column was maintained at a uniform tem- 
perature of 39°C. The mobile phase or eluent consisted of 0.01 M sulfuric acid, 
prepared from deionized water, deaerated and filtered through a 0.45pm filter before 
use. Eluent was delivered to the column by a Consta Metric III metering pump from 
Laboratory Data Control at a rate of 0.6 ml/min. Samples were introduced with a 
50-~1 syringe, via a Rheodyne injection valve, into a 20-~1 loop in the eluent flow. 
Effluent from the HPLC column passed into the flow cell of a Laboratory Data 
Control Spectra Monitor III spectrophotometer, where the organic acids were de- 
tected in the UV at the carboxyl absorption band of 210 nm. Detector output was 
recorded on a Spectra-Physics SP4270 chromatography integrator, which subse- 
quently analyzed the individual organic acid peaks for retention time and area. The 
water blank was also subjected to HPLC and the areas of the peaks that appeared 
were subtracted from the areas of the corresponding peaks in the sample chromato- 
gram. 

It was presumed that an organic acid could be identified by the retention time 
of its chromatographic peak. Individual standard solutions of known concentrations 
of biologically important short-chained mono-, di- and tri-protic organic acids were 
prepared and the retention time of each determined by HPLC under the aforemen- 
tioned experimental conditions. Retention times for the following organic acids were 
identified in this manner: oxalic, oxaloacetic, citric, isocitric, ketoglutaric, tartaric, 
pyruvic, ascorbic, malic, succinic, lactic, 3-hydroxybutyric, formic, glutaric, acetic, 
fumaric, propionic, isobutyric, n-butyric, 3-methylbutyric, 2-methylbutyric, valeric 
and caproic acids. 

Ascitic fluid was analyzed by the above method. In addition, some of the fluid 
was cultured for the presence of bacteria for 72 h. Chromatographic analysis and 
pattern recognition took approximately 3 h. 

Although the automatically integrated chromatogram contained continuous 
analog data, two aspects of these time series data are of significance: (1) the area 
under each peak; (2) the elution time of each peak. In each chromatogram as many 
as 47 separate areas and elution times may be present. Thus there are potentially 94 
distinct elements which are of significance for analysis of the chromatogram. 



148 M. E. COHEN et al. 

Initially, the area under each peak and the elution time of that peak were 
manually entered for each chromatogram into a data base program on the VAX 
1 l/750 computer. This method is time-consuming and error-prone. Hence, an au- 
tomated system was established. In this system, an analog to digital converter was 
connected to the chromatograph, which then sampled the analog data at fixed time 
intervals, and transmitted all data to an 1BM PC microcomputer. Each chromato- 
gram required approximately 1 h to run. The data were then compressed on the 1BM 
PC, and were transmitted via a hardwire connection to the VAX 1 l/750, where nu- 
merical integration was performed prior to the transfer of the data to the data base 
described above. The correct classification was then entered for each case from results 
of the bacteriological examination. 

Once the data base on the VAX was completed by one of the above methods, 
pattern classification was begun. The objective in this case was to obtain a two- 
category classification: Class 1, patients with SBP; Class 2, patients without SBP. 
Only a subset of the 94 mentioned above will prove useful in obtaining the correct 
classification. 

The pattern recognition algorithm utilized a non-statistical supervised learning 
approach. The data obtained from the above procedure were divided into two groups, 
the training set and the test set; the training set was used to obtain a separating 
hypersurface. An iterative classification method was used which incorporated the 
potential function approach to the generation of decision surfaces. The potential 
function is defined by: 

P(X,J) = F 1: fj(X) f&F) 
i=l 

(1) 

where fi(X), fi(jj), i = 1,2,. . . are orthonormal functions, X,J are n-dimensional vectors, 
and Ai, i = 1,2,. . . are real numbers. The decision surface is adjusted iteratively ac- 
cording to: 

D,‘+r($ = IL(x) + rk+l p@>~k+l) (2) 

where P(X,&+i) is the potential function from eqn. 1, and 

1 for &+ r E Wr and P&k+ 1) < 0 

rk+l = -1 for &+l E W2 and P&&+1) > 0 

0 otherwise 

where w1 represents class i, i = 1,2. P,(X) is assumed to be zero, and 

(3) 

PO(Z) + P(Z,,x,) = P(F,,X,) if x1 E wl 

Pl@) = (4) 

P,(x) - P(x,nl) = -P(x,Kl) if xl E w2 

D(Z) = 0 at the completion of the iterative procedure provides the separating hy- 
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pet-surface in the two category case.A new class of orthogonal Cohen functions was 
used as the potential functions. Two special cases of this general class are considered: 
f,(x) and g;],<(x), where L and t are arbitrary real numbers. These functions are de- 
fined by their recurrence relations: 

f()(x) = 1 fl(X) = 2 - 3x 
(1 - Y)f,(x) - x( 1 + 2”)f,- 1(x2) (5) 
+ (1 + 2”-l)f,_r(x) + x(2”-’ - l)f,_*(x2) = 0 n > 2 

g$‘(x) = 1 g:,<(x) = L - (n + 1)x 

[$+I g,“qx) + x[i + z]gy;(xq _ (6) 

[ 
L + r,‘, l]g:,(x) - “[tl-l l]g~;;(x~) = 0 n > 2 

These new polynomials were compared with the standard Jacobi classical po- 
lynomial, which is defined by the recurrence relation: 

P”db(x) = 1 P?b(X) = *[a-b+ (a-t b+ 2)x] 

2n(n + a + b)(2n + a + b - 2)Pzqb(x) (7) 

- (2n + a + b - 1)[(2n + a + b - 2)(2n + a + b)x + a2 - b2]P$!b(x) 

- 2(n + a - l)(n + b - 1)(2n + a + b)P:*b2(x) = 0 II > 2 

The orthogonal relationships for these three polynomials are: 

s x f,(x) f,,,(x)dx = 0 m#n 

0 

= l/2"+' m=n 

s x1 - ’ g;-“(x) g;2;<(x) dx = 0 

0 

= 1/n + 2[t” - 1/g 

1 

s (1 - x)“(l + x)” PiSb(x) Ptb(x) dx = 0 

-1 

- 

(8) 

m#n 

(9) 
I] m=n 

m#n 

(10) 
m=n 
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where k, = 
2l + ’ + b Z(l + a + n) r(l + b + n) 

n! (1 + a + b + 24 Ql + a + b + n) 
(11) 

The above are functions of the one-dimensional variable, x. The orthogonality of 
these functions permits generation of functions of higher dimensions by the following 
scheme: 

&(x1,x2 9.. .,&I) = cp1(x&1(x2). . *(Pl(&) 

~Z(XlJ2 3.. .,&I) = (Pl(Xl)~l(X2). . .(P2(&) 

w&x2 3.. .,&I = cpl(Xl>cpl(X2). . .cpz(xn - dcpl(X”) 

4l+,(x1,x2 5.. .Jn) = (P2hhl(X2). . .491(X”) 

where (Pi, i = 1 ,. . .,n are the orthogonal functions defined above. It should be noted 
that in the strict sense, orthonormality is required, rather than orthogonality. An 
orthogonal function has the property: 

b 

w(x)F,(x)F,(x) dx = 0 m#n 

a (13) 
=C m=n 

where C is a constant. Orthonormality requires that C = 1. Since the resulting de- 
cision surfaces are compared with zero, the equations can be multiplied by the nor- 
malizing constant, C, without affecting the comparison. 

Five variables were used as features: the standardized lactic acid peak area and 
the presence or absence of peaks of four selected elution times. The identity of the 
peaks was unknown. A training set of 12 was used, including 6 positive samples and 
6 negative samples. The algorithm was run using three polynomials: f.(x), 
gz.5V2(x), and P$f(x). A n additional standard discriminant analysis was performed 
on the same data using the Biomedical Data Processing (BMDP) statistical package6. 

RESULTS 

A separating hypersurface was obtained by using the above method. A sample 
equation, obtained for gn”.5*2(x) is given below: 

D, = -3.0 - 3.8x1 - 1.2x2 + 1.4x3 + 3.9x4 + 2.9~~ + 1.1x1x2 + 
+0.9x1x3 + 4.6x1x4 + 0.5~~~~ + 0.2x2x3 + 5.6x2x4 - 
1.2x2x5 - 3.2~~~~ - 1.1~~~~ + 1.2x4x5 (14) 

These separating hypersurfaces were then used to classify the samples in the test set. 
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TABLE I 

NUMBER OF MISCLASSIFIED SAMPLES 

.h(.xl* Pp(x)*** Discriminanr 
analysis5 

Class 1 (+) 4 3 2 7 

Class 2 (-) 1 1 3 0 
Overall 5 4 5 I 

l Special case 1 of Cohen polynomial. 
l * Special case 2 of Cohen polynomial. 

*** Special case of Jacobi polynomial. 
s Run using BMDP statistical package 

In all, 46 samples were analyzed, 26 of which were positive for SBP. The results are 
summarized in Table I. 

It should be noted that, once the classification algorithm has been run to obtain 
the separating hypersurfaces, classification of new samples can be made by direct 
substitution into the separating hypersurface equation. In the above analysis, the 
resulting classification provides a strictly categoric variable. However, the results 
obtained from substitution into the hypersurface equations can be interpreted in 
another way. A numerical value is obtained. Since the separation occurs at D(x) = 
0, the absolute value of the results can be interpreted as a degree of membership in 
that category: the larger the absolute value, the more certain the classification. 

Work is continuing on this application as additional patient data become avail- 
able. The work described can be extended in two directions. The pattern recognition 
technique is applicable not only to SBP data but to any analysis in which chromato- 
grams are obtained. In addition, by modifying the knowledge representation and 
feature extraction phase, the pattern recognition method can be applied to any clas- 
sification problem and has, in fact, been used in a number of applications16-18 in- 
cluding diagnosis of SBP by a method which does not involve chromatogramslgJO. 
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